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A Comparative Study of Pitch-Based Gestures in
Nonverbal Vocal Interaction
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Abstract—Nonverbal vocal interaction (NVVI) is an input modality by
means of which users control the computer by producing sounds other
than speech. Previous research in this field has focused mainly on studying
isolated instances of NVVI (such as mouse cursor control in computer
games) and their performance. This paper presents a study with 36 elderly
users in which basic NVVI vocal gestures (commands) were ranked by
their perceived fatigue, satisfaction, and efficiency. The results of this study
inspired a set of NVVI gesture design guidelines that are also presented in
this paper.

Index Terms—Elderly users, nonverbal vocal input, user study, vocal
gestures.

I. INTRODUCTION

Nonverbal vocal interaction (NVVI) can be described as a method
of interaction in which sounds other than speech are produced by the
user in order to control a computer application.1 Several approaches
are described in the literature, which include using the pitch of a tone,
the length of a tone, volume, or vowels in order to control the user
interface. NVVI is a technique that has already received significant
focus within the research community.

Pitch-based input is the part of NVVI in which the computer is
controlled by the fundamental frequency of a sound signal. The user is
supposed to produce a sound from which the fundamental frequency
can be extracted, e.g., humming, whistling, or singing. Pitch-based
input has been used as an input modality for people with motor
disabilities [1]–[3] and also as a voice training tool [4]. In these
applications, short melodic and/or rhythmic patterns (further referred
to as vocal gestures) are used.

Previous research in this field mainly studied isolated instances of
NVVI (such as mouse cursor control or computer games) and their
performance. In most setups (see the section “Related Work”), the
choice of the vocal gestures was made in a more or less ad hoc fashion.
Questions of whether users prefer certain gestures over others, and
why, have not been addressed so far in the literature.

This paper presents a study with 36 participants. The goal of the
study was to compare basic NVVI pitch-based gestures in terms
of perceived fatigue, satisfaction, and efficiency. We used a paired
comparison paradigm [5]. The results of the study inspired a set of
NVVI gesture design guidelines that are presented at the end of this
paper.

The most common pitch-based gestures in current NVVI systems
were selected for the experiment (see Section III-B2): flat tones, rising
or falling tones, and a combination of rising and falling tones.
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1See, for example, http://www.youtube.com/watch?v=Yx-M1rcsM_s.

NVVI is a low-cost technique that is relatively easy to deploy and
may play an important role in the development of user interfaces
for users with temporary disabilities (e.g., broken arms). While these
conditions restrict the user’s ability to use a keyboard and a mouse,
investment in a more expensive assistive device would not be cost
effective due to the limited time for which the assistive device would
be used. However, devices such as a mouse or a keyboard may be
emulated by NVVI. This study was conducted within the framework
of the Vital Mind project, which focuses on the use of technology by
elderly users. Elderly users are considered to be one of the groups for
which NVVI may be useful, as they are prone to temporary disabilities.
For this reason, they were selected as participants in our study.

II. RELATED WORK

The applications of nonverbal vocal input can be roughly divided
into two categories: real time and non real time. Real-time appli-
cations (continuous input channel) provide immediate feedback to
the user while the sound is still being produced. This is useful, for
example, for computer games and interactive art installations. NVVI
thus does not work like speech recognition, where the system waits for
the utterance to be completed.

Igarashi and Hughes [6] proposed the use of nonspeech sounds to
extend the interaction facilitated by automated speech recognition.
They reported that nonspeech sounds were useful for specifying analog
parameters. For example, the user could produce an utterance such as
“volume up, aaah,” to which the system would respond by increasing
the volume of the television for as long as the sound was held.

An example of emulating a mouse device is described by
Sporka et al. [2], in which different nonverbal gestures control the
movement of the mouse cursor and also the mouse buttons. This
system was evaluated in a longitudinal study by Mahmud et al. [7].
A similar approach has also been used by Bilmes et al. [1].

NVVI has been employed successfully as a means for controlling
computer games: Hämäläinen et al. [4] presented platform arcade
games for children. Sporka et al. [8] demonstrated how the Tetris
game can be controlled by humming, and Harada et al. [9] employed
NVVI in several other games. NVVI has also been used as a means of
artistic expression. For example, Al-Hashimi [10] described an NVVI-
controlled plotter.

Non-real-time applications (event input channel) of NVVI are
applications where the user is expected to finish producing nonspeech
sounds before the system responds. Interaction with these systems
follows the query–response paradigm, as in the case of speech-based
systems. Applications of this kind are important for people who are
not capable of achieving the level of speech articulation required by
current automatic speech recognizers.

Ghias et al. [11] described query by humming, a method allowing
the user to retrieve information on music tracks stored in a database,
indexed by the melodies contained in them, simply by humming the
melody for which the user was searching.

Watts and Robinson [12] proposed a system where the sound of
whistling triggers commands in the environment of a UNIX operating
system. Sporka et al. [13] demonstrated that non-real-time NVVI can
be used for emulating a computer keyboard.

NVVI shares some similarities with speech input (typically realized
through automatic speech recognition). It utilizes the vocal tract of the
user and a microphone that picks up the audio signal. However, the
two interaction modalities are better fitted to different scenarios, so
NVVI should be considered as a complement to speech input rather as
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a replacement for it. When comparing NVVI and speech input, several
differences may be identified:

1) NVVI is better fitted to continuous control than speech input [8];
2) NVVI is cross cultural and language independent [14];
3) NVVI generally employs simple signal processing methods [6];
4) NVVI has limited expressive capabilities, and so speech input is

better at triggering commands, macros, or shortcuts [13].

The performance of NVVI is usually lower than that of traditional
input methods, e.g., a mouse or a keyboard, but it is still sufficient for
cases when no alternative is available. Moving the mouse using NVVI
is about three times slower [7], and the NVVI-emulated keyboard can
yield type rates up to about 25 characters/min [3].

III. EXPERIMENT

The aim of this experiment was to rank the selected NVVI gestures
by perceived fatigue, satisfaction, and efficiency, based on the partici-
pants’ personal experience of producing these gestures.

The participants underwent a pretest interview and a training period.
They were asked to use the gestures in a test application in order to
accomplish a series of tasks in a simple interactive scenario. Later, they
were asked to perform the following: 1) pairwise comparisons of the
gesture sets and 2) a comparison of individual gestures within each set,
using a forced-choice questionnaire. They were asked which gesture
seemed to them more tiring, more appealing, and yielding a quicker
reaction from the system. Finally, insights were solicited from the par-
ticipants in a posttest interview. All comparisons were within subject.

We used the two-alternative forced-choice experiment paradigm
for ranking the gesture sets. This paradigm is commonly used in
human–computer interaction research to obtain reliable subjective
rankings of multiple objects or categories. For example, Čadík used
a similar setup to rank color-to-grayscale image conversion methods
in a subjective study [15]. Ledda et al. employed Law of Comparative
Judgement (LCJ) in a study of high dynamic range imaging [16].

A. Organization

A total of n = 36 participants were recruited among students of
the University of the Third Age. Each participant was asked to attend
three sessions in the course of a single week. The data were collected
after the last session. One session typically lasted half an hour. The
participants received at least one day of rest between the sessions.

1) First session. The purpose of the experiment was explained
to the participant. A pretest interview was conducted to learn
more about the participant. The experimenter explained and
demonstrated the function of the test application and the task
that was prepared for the participant (see the next section for
details). The participant was trained to produce gestures in
sets A and B and then carried out the task (using each set twice).
The participant qualified for the experiment after reaching 75%
accuracy, which was typically after 15 min of training.

2) Second session. The participant’s ability to produce the gestures
from sets A and B was verified. Then, the participant was trained
to produce the gestures in sets C and D. Then, the participant
performed the task twice, using each of sets A to D.

3) Third session. The participant’s ability to produce the gestures
from sets A to D was verified. The participant was trained to
produce the last gesture set, i.e., set E. Then, the participant
performed the task twice, using each of sets A to E. The order
of the gesture sets in this session was counterbalanced to control
for learning effects. After all the tasks had been completed, the
participant was asked to fill out the quantitative questionnaire
and was interviewed and debriefed by the experimenter.

Fig. 1. User interface of the application used in the experiment for movement
along horizontal axis. The cursor is in the form of a ninepin.

B. Apparatus

A test application and a quantitative posttest questionnaire were
developed for the experiment.

1) NVVI Test Application: A simple test application implementing
an environment for synthetic GUI tasks was developed. The user
interface of the application is shown in Fig. 1.

The task for the participants was to move the cursor (represented
as a black ninepin) to the target (red and yellow circle) by producing
the corresponding vocal gesture from the set that was being tested.
This was repeated four times in each task. The direction of movement
during a task was twice to the left and twice to the right. The positions
of the target and the direction toward it were randomized in each run.
The distance to travel was kept constant at five cells.2

The rectangle below shows the immediate feedback on the voice:
The red line symbolizes the pitch of the tone, and the blue line indicates
the threshold pitch, separating the low and high tones. The threshold
pitch can be adjusted to match the vocal range of each user. The
vocal gestures to be used were depicted on the sides of the application
window.

2) Selected Gestures: In this experiment, we used five different
vocal gesture sets, as shown in Fig. 2. These gestures were commonly
present in the current NVVI applications and research prototypes: flat
tones (differing by pitch, as in [3]), rising or falling tones (tones with
increasing or decreasing pitch, as in [2]), and a combination of rising
and falling tones (vibrato, as in [13]).

There were only two gestures in each gesture set. They were mapped
to leftward and rightward movements. NVVI applications typically
employ more than two gestures. The purpose of this setup however
was not to test the simultaneous use of multiple gestures but rather to
expose the users to multiple gestures in a sequence, so that they could
experience different kinds of gestures in the same context of use and
thereby be able to compare them.

Both absolute-pitch and relative-pitch gestures and also those em-
ploying a continuous input channel and an event input channel were
used. An autocorrelation method [17] was used to detect the pitch
of the sound. The method computes the fundamental frequency in
a sound, so the participant could use any sound that contained this
frequency. This includes humming “hmmm” as well as vowels “a,”
“ae,” “uw,” “ow,” etc.

The gesture set A [Fig. 2(a)] contained short flat tones. The cursor
was moved by one position after recognizing the gesture (discrete
event-based control). Gesture set B [Fig. 2(b)] contained long flat
tones. The cursor moved continuously until silence was detected
(continuous control). The gestures in sets A and B differed in the pitch
of the tone (the threshold pitch was calibrated at each session during
training).

2A demonstration of the task performed using each of the gesture sets is
shown in http://www.youtube.com/watch?v=LPoSIg7uNHY.
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Fig. 2. Gestures used in the experiment.

Gesture sets C and D [Fig. 2(c) and 2(d)] were similar to A and B,
but a relative-pitch approach was used. The movement of the cursor
was determined by the initial tonal inflection of a gesture. A rising
tone triggered movement to the right, while a falling tone triggered
movement to the left [8].

Gestures in set E (2-E) were tones with oscillating pitch (vibrato).
The first tonal inflection determined the movement of the cursor. With
each following inflection, the cursor was moved by one cell (event-
based input). The vibrato gestures were designed for rapid movement
as long as the users could modulate their voice quickly.

3) Quantitative Questionnaire: The questionnaire was in two parts:
1) a pairwise comparison of gesture sets and 2) a pairwise comparison
of the two gestures within each set. A total of five gesture sets (A to E)
were compared. The comparisons were based on the following forced-
choice questions. The same questions were used for both 1) and 2)
with a slight difference of wording. The version of the questions for 2)
is marked by brackets [].

1) (Q1) Which of these two sets of gestures [which of these two
gestures] was more tiring for your vocal cords?

2) (Q2) Which of these two sets of gestures [which of these two
gestures] did you like more?

3) (Q3) To which of these two sets of gestures [which of these two
gestures] did the system react better?

Q1 was used as a definition of the physical difficulty of producing
the gestures. Q2 and Q3 were aimed at satisfaction and efficiency,
the usability attributes mentioned in International Organization for
Standardization (ISO) 9241-11 (via [18]).

For the five sets of gestures, there would be ten pairwise compar-
isons for each question. In order to reduce the time burden, each par-
ticipant performed only five randomly selected pairwise comparisons
for each question.

TABLE I
PREFERENCE MATRICES FOR Q1, Q2, AND Q3

TABLE II
z-SCORES OF GESTURE SETS FOR QUESTIONS Q1 TO Q3

C. Participants

The participants (mean age = 66, SD = 5.9) were recruited by
an advertisement in a local newspaper and from the University of the
Third Age. There were 22 females and 14 males. One-fourth of the
participants had an academic degree, and the others had a completed
secondary education. The following information was collected in the
pretest questionnaire:

1) Health state. Five participants reported problems with their
vocal cords, including hoarse voice and a mild form of dyspho-
nia. One participant had difficulty in producing long tones, due
to asthma. One participant had previously had a thyroid gland
operation, which affected her performance. Three participants
had a partial hearing loss; one wore a hearing aid.

2) Music experience. Thirteen participants reported that they used
to sing or play a musical instrument. Ten participants did not
sing and had no music experience. Previous music experience
was not observed to impact on performance in producing voice
gestures.

3) Computer experience. Eleven participants had a computer at
home or at work, while three participants did not use computers
at all. Some of them played logic games on their computers, such
as cards, crosswords, sudoku, or chess.

IV. RESULTS

A. Quantitative Results

1) Comparison of the Gesture Sets: The first part of the question-
naire yielded a total of 180 pairwise comparisons for each of the
questions Q1, Q2, and Q3 from the total of 36 participants.

A frequency matrix of preferences was constructed for each ques-
tion (see Table I). We used Thurstone’s law of comparative judgments
(Case V) [5] to obtain the interval z-score scales for the gestures. The
z-scores are presented in Table II.

The quantitative results are the following:

• Q1. Set A (short flat tones) was the least tiring, closely followed
by set B (long flat tones). The least favorable was set E (vibrato).
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TABLE III
PAIRWISE COMPARISONS BETWEEN GESTURES OF THE SAME SET

• Q2. Set A followed by set B was the most liked among the
gestures. Set C (short inflected tones) and set E were the least
favored in this aspect.

• Q3. The best response from the system was reported by the
participants when using set B. The worst response was reported
when using set E.

2) Comparison of the Gestures Within the Sets: The same group
of participants also completed the second part of the questionnaire,
in which gestures belonging to the same set were compared. Gesture
set E was excluded from further data analysis as it was, in general,
poorly accepted by the participants. Thirty-six participants performed
one pairwise comparison per set of gestures (A to D) per question (Q1
to Q3). In each comparison, they could vote either for gesture Left or
for gesture Right.

These comparisons could answer the following question: “For one
gesture set, is there a significant preference among the participants for
one gesture over the other?” This is a Bernoulli experiment [19] for
which a binomic test can be used. The null hypothesis holds that the
true probability of either choice is 0.5.

Since a total of 12 comparisons were performed (three questions ×
four sets of gestures), in order to reduce the risk of type I error, a
Bonferroni adjustment [20] of the p-value level was performed. In
order for a result to be considered significant, the p-value must be less
than 0.05/12. An overview of the results is shown in Table III.

Gesture Right of set D (long inflected tones) was significantly more
tiring (Q1) for the participants than gesture Left. A similar trend could
be observed for set C, but the difference was not significant. For set
C, the system was perceived to react significantly better to gesture Left
than to gesture Right.

B. Qualitative Results

1) Short Flat Tones: Participants did not have serious problems
when producing short flat tones (set A). Two participants produced
“la la la” instead of humming. This was not considered as an error, as
the input was based on the pitch of the tone only. Several participants
were confused about the direction of movement at the beginning of
the task, and two participants had difficulties producing a correct tone,
although they were able to complete the tasks successfully.

2) Long Flat Tones: The long flat tone (set B) task was also
completed by all participants. They mostly appreciated the immediate
feedback of movement and the simplicity of the gestures. They iden-
tified those gestures as easier and less fatiguing than other gestures,
mainly because they did not need to repeat gesture by gesture and
could do everything by one long tone.

3) Short Tones with Inflection: Most participants struggled with
short tones with inflection (set C). Six participants were not able to
learn these gestures at all, and therefore, they could not complete
the task. Approximately half of the rest had significant problems pro-
ducing these gestures. Only one participant stated that these gestures
were simpler than the others, because the absolute pitch of the tone
was not important, and another participant enjoyed this task. Other
comments were mainly negative. We observed that participants were
more successful when producing the rising tone than when producing
the falling tone.

4) Long Tones with Inflection: Participants faced similar problems
with long tones with inflection (set D) to the problems with short
ones. Again, falling tones were more difficult for some participants to
produce than rising tones. Nine participants were not able to complete
this task successfully.

5) Vibrato: The most difficult task was the vibrato (set E). Twelve
participants skipped this task. They were usually confused by the
direction of the gestures. Several participants identified these gestures
as the worst. Only one participant liked the vibrato gestures more than
short inflexion tones.

Participants differed in their comparisons of the long and short
tones. Several participants claimed that long tones were more demand-
ing than short ones, because they needed to hold their breath for a long
time. On the other hand, several participants said that short tones were
more demanding for them, because they needed to start the tone over
and over.

The participants were asked to identify their favorite and least
favorite gesture set. Seven participants liked flat tones, e.g., “They
were easier for me” and “I did not feel embarrassed.” Nine participants
disliked one of inflected tones (including vibrato), e.g., “I do not have
my voice trained enough.” The qualitative results suggest that flat tones
(sets A and B) are more accepted than inflected tones (sets C, D, and E).

6) Perception of Humming: Twelve participants did not feel com-
fortable. They mainly made comments such as “I felt like a fool,” “It
was funny,” and “I felt like a small child.” Several participants also
reported that the voice gestures reminded them of animal sounds. How-
ever, five participants reported that they did not feel any embarrassment
when producing humming.

7) Voice Fatigue: Ten participants reported that they did not feel
any fatigue during the experiment. Four participants complained about
mild fatigue.

V. DISCUSSION

The results presented earlier indicate that gestures using absolute
pitch mapping (gesture sets A and B—flat tones) were well accepted
by the users. Preference for a higher tone or for a lower tone was highly
individual. These gestures can be used in both event and continuous
input channels. The disadvantage of these gestures is the need for
manual threshold pitch adjustment.

Gestures that use relative-pitch mapping (gesture sets C and D—
inflected tones) were found to be more difficult to produce and were
therefore not very well accepted by the users. An interesting point is
that rising tones were significantly better accepted than falling tones.

Very few users accepted vibrato (gesture set E).

A. Guidelines for the Design of Pitch-Based Gestures

We have summarized the results into four guidelines for the use of
designers of future pitch-based applications.

1) Use flat tones if possible. This experiment demonstrated that
flat tones were easiest for the users to produce. This is consistent
with the finding reported by Sporka et al. [13]. Any design of
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NVVI gesture assignment should therefore commence with flat
tones. Other types of gestures should be used only in addition to
flat tones.

2) Use absolute pitch mapping if possible. Absolute pitch map-
ping is better accepted by the users. Relative pitch should there-
fore be used only when more vocal gestures need to be assigned.
In addition, splitting the vocal range into more than two vo-
cal gestures is tricky, as more precise intonation is needed [21].

3) Use positive rather than negative inflection gestures. This
experiment demonstrated that tones with decreasing pitch were
more difficult to produce. If there is a need for relative-pitch
mapping, rising tones should be preferred over falling tones.

4) Do not use more than one inflection per gesture. Gestures
with pitch oscillation were not well accepted by the users in
this experiment. The existing literature reports successful use of
gestures with a single inflection [8] but difficulties with complex
gestures [13].

NVVI applications support more complex tasks than 1-D move-
ment. An example of a complex task of this kind is playing the Tetris
game [8] or controlling a mouse cursor [2]. Designers may combine
various types of gestures when a higher number of input signals are
needed. Frequent operations should be assigned to simple gestures.
For example, in a hand-free mouse [22], the short tone was used for
the most frequent operation—left click—while scrolling was mapped
to inflected tones.

VI. CONCLUSION

The study described in this paper has shown how users perceived
various aspects of NVVI gestures: fatigue, satisfaction, and efficiency.
Among numerous gestures that we could have chosen from, we
focused on the basic pitch gestures that are present in the current NVVI
literature: flat tones (i.e., tones with constant pitch), rising or falling
tones, and gestures with oscillating pitch.

The study was performed with a group of 36 elderly users. Simple
horizontal cursor motion tasks were used as stimuli for the participants.
Each task could be carried out using only two gestures, for leftward
motion or for rightward motion. The participants were exposed to five
sets of gestures (ten gestures in total). They experienced different sets
of gestures in the same context of use and could therefore make a
comparison between them. We used the paired comparison paradigm,
which is commonly employed in the field of human–computer interac-
tion for subjective ranking of stimuli.

The most acceptable sets were those with tones of constant pitch,
followed by gestures with rising or falling pitch. Gestures with mul-
tiple changes of pitch (vibrato) were found unacceptable. Individual
gestures were compared within the gesture sets. The users reported that
a short rising tone was significantly less fatiguing than a falling tone.

A small number of design recommendations for pitch-based ges-
tures were formulated. Any design of NVVI gestures should start with
flat tones, and other types of gestures should be included only when
the required number of the gestures increases.

Future Work. This study has focused on vocal gestures produced
in a laboratory environment. A further study is needed to investigate
the acceptability of NVVI in environments with a reduced amount of
privacy: streets, offices, etc. In this paper, NVVI was used by elderly
Czech users. Levels of acceptance may vary in different social and
cultural contexts. It will be interesting to study this aspect of NVVI in
a cross-cultural experiment.
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