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Light Chisel: 6DOF Pen Tracking
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Figure 1: The Light Chisel: (left) Prototype of our device. (left middle) User interaction with the Light Chisel in an augmented
reality setup, (right middle) a close-up of our direct 3D modeling application work space, and (right) improvement of the
6DOF pose by template matching, showing the difference between the Light Chisel diffuse cylinder model and the physical tip
projection in a camera image.

Abstract
We present a novel interaction device tracked in 6 degrees of freedom by two commodity cameras. The inexpensive
Light Chisel is statically illuminated with two LEDs, and uses no additional sensor (e.g. inertial or magnetic) or
means of communication or synchronization. Its form factor is well suited for a screwdriver or chisel grip, allowing
the Light Chisel to be rolled between the fingers. The position and orientation of the tool is tracked absolutely,
making the Light Chisel suited for complex interaction, e.g. geometric modeling in augmented reality. The Light
Chisel is physically small, limiting the physical and optical collisions with the real world. The orientation of the
tool is tracked in a wide range of angles: pitch and yaw ±90◦, roll ±180◦. We evaluated our system against the
OptiTrack optical tracking system. Our system achieved mean differences from OptiTrack reference of 2.07mm in
position, 1.06◦ in yaw and pitch, and 5.26◦ in roll using a pair of VGA cameras. We demonstrate usefulness of
our Light Chisel in four applications: character animation, modeling by swirls, volumetric modeling, and docking
of CAD models.

Categories and Subject Descriptors (according to ACM CCS): I.3.6 [Computer Graphics]: Methodology and
Techniques—Interaction techniques I.4.8 [Image Processing and Computer Vision]: Scene Analysis—Tracking
H.5.1 [Information Interfaces and Presentation]: Multimedia Information Systems—Artificial, augmented, and
virtual realities H.5.2 [Information Interfaces and Presentation]: User Interfaces—Input devices and strategies

1. Introduction

Recent widespread use of 3D displays permitting virtual
and augmented reality applications on consumer level hard-
ware together with the increase in the computational power
of GPUs has enabled modes of user interaction that were

not possible before. We introduce here a cheap but power-
ful interaction device suitable not only for geometric mod-
eling but also for other types of interaction with computer
graphics content. The device allows for six degrees of free-
dom (6DOF) tracking, three for positions, two for orienta-
tion (pitch and yaw), and one for roll. The tool shown in
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Figure 2: Tip of the Light Chisel: (a) Tip geometry, (b) Pho-
tograph of the Light Chisel tip, light on.

Figure 1 (left) is called the Light Chisel, it requires a novel
optical tracking algorithm, which we present in the paper.

We believe, that the advent of consumer 3D capable dis-
plays together with the direct 3D user input devices and 3D
scanners has a potential to introduce the 3D content creation
to the masses. Often the steep learning curve of a mouse
driven navigation in 3D world hinders creativity or is a show-
stopper to non-technical people. In contrast, even a child is
able to sculpt in 3D using our Light Chisel in an AR envi-
ronment (see Figure 1 middle). We provide the user with a
convenient 6DOF tool for navigation, component selection
and placement, character animation, digital painting, sculpt-
ing, material layering or gaming. 6DOFs are required by the
chisel metaphor for sculpting. Our tool is uniquely suited for,
but not limited to a table top application, where common
optical tracking techniques are difficult to apply. A typical
6DOF tracking target is bulky. It carries 4 to 6 retro-reflexive
balls, which collide with the physical environment and suf-
fer from optical occlusions by hands. Only a large number
of cameras is able to deal with the occlusions.

Our Light Chisel device consists of a statically illuminated
diffuse cylinder attached to a handle, see Figure 1 (left). Our
Light Chisel prototype is 195 mm long and weighs 67 g in-
cluding batteries. The tool is thin and lightweight enough to
make rolling inside the palm easy, utilizing the full 360◦ of
roll. Only two cameras are necessary to track the pitch and
yaw of the tool in a range of ±90◦ without occluding the
illuminated cylinder by hand, independent of the grip (pen
grip, screwdriver grip or inside the palm). We use a diffuse
cylinder 42 mm in length and 10 mm in diameter for our
table-top geometric modeling application, but the cylinder
up-scales naturally to the CAVE environment or to Nintendo
WiiMote like computer games.

Figure 2 shows the Light Chisel tip in detail. The diffuse
cylinder is illuminated with two RGB LEDs, and it is aug-
mented with a single turn of a spiral on its surface, allowing
detection of the roll angle, while the push buttons on the
tool handle change the emitted color. The use of commodity
RGB cameras makes optical decoding of the commands pos-
sible. Color LEDs emit light with high saturation, permitting
segmentation by hue, thus improving Light Chisel detection

robustness in the presence of light spots in the camera view.
A prototype of the device in its basic form can be built for
less than $10 for the parts.

The illuminated diffuse cylinder offers the following bene-
fits: 1) The Light Chisel tip is large and bright enough to
cause a distinct response of a computationally efficient blob
detector, allowing real time tracking by limiting further pro-
cessing to a small number of image regions. Nevertheless,
the light energy is diffused to a large enough volume not to
blind the user. 2) The axis of the cylinder projection in the
camera image is calculated by principal component analysis
quickly and with high accuracy. 3) We have found a simple
yet sufficient model of the diffuse cylinder, which we project
to a camera image for template matching to improve the fi-
nal 6DOF pose of the diffuse cylinder, see Figure 1 (right)
for an example. 4) No expensive external illumination is re-
quired as in the case of passive retro-reflexive markers.

Our contribution consists of (1) the design of a simple cylin-
drical light emitting object, and (2) the corresponding inter-
active algorithm to track the object in 6DOF by off-the-shelf
cameras with sufficient precision and accuracy.

The paper is further structured as follows: In section 2 we
survey the related work, in section 3 we present our Light
Chisel design and the tracking method, in section 4 we
present the measurement results, and in section 5 we con-
clude the paper, together with hints for future work.

2. Related Work

Various physical principles are used to capture the abso-
lute tool pose, the most common being optical, inertial,
magnetic, ultrasound or mechanical. Hightower and Bor-
rielo [HB01] and Welch and Foxlin [WF02] give an exten-
sive overview of 3D tracking techniques. Many of these have
been commercialized for motion tracking in the movie in-
dustry or in computer-assisted surgery. In this work, we are
interested in systems capable of 6DOF tracking.

Optical tracking, camera based: Passive retro-reflective
balls or active IR markers are tracked with multiple IR cam-
eras. Passive retro-reflective markers are popular because of
their low price point. Companies like OptiTrack, ARTrack,
iotracker and NDI provide various forms of tracking targets.
Passive targets expose a number of retro-reflective balls in a
configuration, which allows for unique 6DOF pose estima-
tion. Pintaric and Kaufmann [PK08] discuss passive target
design. While the targets offer good accuracy, they are bulky.
For example, the 6 reflective balls of the ARTrack Flystick
target occupy the space of a ball 170 mm in diameter. Even
illumination of the tracking space is required to correctly de-
tect centroids of the retro-reflexive balls. For example, each
OptiTrack S250e camera [Opt14] carries cca. 100 IR LEDs.
On the contrary, our Light Chisel requires two LEDs only.
Active IR markers are time multiplexed, requiring fast cam-
eras to maintain a high data acquisition rate.
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A Bokode [MWH∗09] device consists of a microfilm with
a tiny lens, illuminated by a diffuse LED. Together with a
camera lens, the Bokode integrated lens act as a microscope
magnifying a tiny spot of a microfilm to the camera sensor.
The position of the Bokode emitter in relation to the cam-
era is calculated from the perspective distortion of a Bokode
pattern. The orientation is calculated from the part of the
microfilm that is captured. A Bokode emitter is visible in a
limited angular range (±20◦) towards the camera axis, and it
requires large aperture sensitive camera and long exposition
times, leading to motion blur.

Optical Tweezers [MG03] and Sceptre [WNG∗06] calculate
up to a 6DOF pose of a modified IR laser pointer emitting
a fixed pattern onto a projection screen, which is captured
from the rear side by an IR camera. The range of orienta-
tions where the projected pattern hits the screen is limited,
so multiple emitters or screens are required to cover a wider
range of orientations.

Wang and Popović [WP09] track hands wearing color
patched gloves by template matching against an image
database. Wang [WTK13] further extends the technique to
depth sense cameras. Further progress on hand tracking by
depth sense cameras is demonstrated by [QSW∗14] and
[TSLP14], but the results are difficult to interpret with re-
gard to precise 6DOF manipulation. Wang et al. [WPP11]
recommend to track only 3DOF of each hand in a CAD ap-
plication to avoid excessive wrist strain. On the contrary,
a physical device like our Light Chisel can be rotated and
rolled between the fingers for 6DOF input with little effort.
A simple physical object with known dimensions like the
Light Chisel is certainly easier to be tracked with high accu-
racy than a highly variable human hand. The Leap Motion
controller tracks hands or pen-like objects by capturing sil-
houettes by 2 IR cameras and 3 IR LEDs packed in a tiny
table top box. Finger-like objects with an elliptical cross-
section are reconstructed from silhouettes [Hol13]. The Leap
controller is accurate [WBRF13, GJP∗14], but finger over-
laps are not handled. Therefore 5DOF is supported in a wide
range, but tracking of roll is limited.

Combined optical & inertial tracking: The Nintendo Wii
controller integrates an IR camera tracking a fixed static
LED pattern to derive its position. The Sony PS3 Console
tracks an emissive ball by a single static RGB camera. Both
controllers track their orientation by inertial sensors. Sony
also senses Earth magnetic field. zSpace [zSp13] equips its
3D displays with a 6DOF stylus. A single IR LED at the
tip defines its position, and the orientation is tracked by in-
ertial and magnetic sensors. The WorldWiz Wand [Wor13]
carries two active optical markers for 5DOF tracking, and
is equipped with inertial sensors. Integrating the readings of
the differential inertial sensors leads to over-shots and abso-
lute offsets, which are often corrected by magnetic sensors
tracking the Earth magnetic field, distorted by close metal
objects. In contrast to the combined optical / inertial sys-

tems, our Light Chisel tracks all 6DOF optically, therefore
achieving better registration with the real world.

Optical tracking, non-camera based: Single point photo
sensors, 1D CCD arrays or a 2D position sensitive photo de-
tector provide significantly higher frame rates than CCD or
CMOS cameras, allowing time or frequency multiplexing of
active markers, and frequency modulation / filtering for am-
bient light suppression.

Welsh and Bishop [WB97] track a golf ball sized optical sen-
sor head from time multiplexed dense LED marker panels.
The expensive lateral sensitive photo detectors provide one
sample per sensor at a 3kHz rate, fused by Kalman filters.

Raskar et al. [RNd∗07] label space by projecting orthogonal
time divisioned Gray coded stripes. A sensor reads its posi-
tion off the projected Gray code synchronously with the pro-
jector. The orientation is sensed from the incident light emit-
ted by additional time multiplexed IR LED beacons, taking
advantage of the near Lambertian dependency of the LED
emissivity and the photo-detector sensitivity on the off-axial
angle. IRCube [HHC∗11] / IRPen [HHLL14] applies the
LED and photo detector angular sensitivity to 6DOF track-
ing of an 18 IR LED head by 4 photo detectors. The IrPen
is sensitive to the calibration of the IR LEDs and sensors,
which is a labour intensive process. Numerical readings of
IR sensors are influenced by the temporal and thermal sta-
bility of all the components of the system (sensor sensitivity,
LED angle dependent emissivity, amplifier gain, dirt on op-
tical components), by the ambient lighting and by reflection
from nearby objects. IRPen is closest to the form factor of
our tool, is able to deal with limited occlusions and tracks a
wide range of orientations. In contrast to our system, it re-
quires custom electronics at both the transmitter and the re-
ceiver, requires synchronization of the hand held device, and
the LED head draws twice the current of our Light Chisel.

Lumitrack [XHW∗13] projects two perpendicular time mul-
tiplexed m-sequence bands onto at least three stationary 1D
CCD sensors for 6DOF tracking. M-sequence is such a se-
quence, of which each consecutive M symbols long sub-
sequence is unique. Using the minimal sensor and projector
configuration, the tracking range of the tool orientation is
limited. Kinetrack [MIF12] decouples the random dot pat-
tern emitter from the Kinect device and tracks it in 6DOF by
matching the point pattern projection onto a known room ge-
ometry. Projector-based techniques like Lumitrack or Kinec-
track require high-power light sources, necessitating wired
connection or heavy batteries.

Haptic tracking: Novint Falcon haptic device offers 3DOF
sensing and force feedback. Geomagic Touch (former Sens-
able Omni) offers 6DOF sensing and 3DOF force feedback.
These devices are expensive, fragile and have limited work-
ing range. Jacobson et al. [JPG∗14] devised modular haptic
blocks, from which a haptic proxy to a character skeleton is
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Figure 3: Overview of the tracking algorithm pipeline consisting of four stages, from stereo camera capture to the 6DOF pose.

Figure 4: Examples of Light Chisel cylinder images as seen
by the cameras, interpolated from Bayer mosaic. The aver-
age length of the cylinder projection in camera is 46 pixels.

assembled. The method has its use limited to character ani-
mation.

3. Our Approach

Below we describe our interaction tool design and then we
introduce our algorithm for 6DOF tracking of our tool.

3.1. Interaction Device

The Light Chisel is formed by a short diffuse cylinder made
of polyamide plastic with two RGB light emitting diodes
countersunk into its sides, see Figure 2(a). Our prototype
cylinder is 42 mm in length and 10 mm in diameter. There is
a single turn spiral wound along the cylinder length to pro-
vide visual information on the rotation of the cylinder around
its axis (roll) and to power the light emitting diode on the tip.
The cylinder emits green color when no button is pressed.
Pressing the buttons on the handle changes the emitted color
to red, blue or any combination of the three LED chips. A
change in the color when the button is pressed is detected by
the tracking algorithm as a command. Figure 4 shows how
commodity CMOS cameras see the diffuse cylinder with its
two LEDs lit. Because the diffusion ability of the cylinder
material is limited, the intensity of the emitted diffused light
varies strongly and a commodity camera cannot capture both
light regions without saturation and dark regions with suffi-
cient signal to noise (SNR) simultaneously. Over-exposition
leads to undesirable effects like blooming and unequal clip-
ping in the RGB color channels, leading to a shift of hue.

In the tracking algorithm, hue is used for segmentation and
detection of commands, we therefore opted to avoid camera
saturation, sacrificing SNR of the cylinder edge regions to
keep the colors consistent.

3.2. Tracking Algorithm

The tracking algorithm inputs a pair of camera captured im-
ages and performs the following steps to extract the 6DOF
pose of our Light Chisel (see Figure 3):

I. Pairs of left / right high intensity blobs are detected,
satisfying the epipolar constraints [HZ03]. For each
blob pair, a respective 3D point is calculated.

II. Oriented bounding boxes enclosing the Light Chisel
projection are found in the left / right camera image for
each blob pair. Inside the oriented bounding boxes the
projections of the cylinder end points are calculated.

III. Using the left / right pair of oriented bounding boxes
and cylinder end point projections in the camera im-
age space, the 5DOF pose of the cylinder in the world
coordinate system is calculated.

IV. The position / orientation is improved and the 6th DOF
(rotation around the cylinder axis, roll) is recovered by
template matching.

Below we elaborate on these steps in detail.

I. Find candidates for 3D cylinder positions: High inten-
sity blobs are detected by a Laplacian of Gaussian (LoG)
blob detector in the left / right camera and all combinations
of left / right camera blobs are tested against the epipolar
constraints, resulting in a limited number of accepted blob
pairs. The LoG detector is tuned to an average width of the
cylinder projection in the camera, so at least one blob is de-
tected per cylinder projection and at least one blob pair ful-
fills the epipolar constraints. A blob pair is dropped if the left
blob does not project on an epipolar line of the right blob in
the left camera, and vice versa, see Figure 5 for an exam-
ple. The cylinder projects to blobs B1L and B1R. Blob B1R
falls on an epipolar line e1R, defined as an intersection of an
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Figure 5: Blob detection in the camera image space. Projec-
tions of spurious bodies S2, S3 are filtered out using epipolar
constraints.
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Figure 6: (a) Detecting an oriented bounding box of a Light
Chisel cylinder projected into the camera space. (b) Esti-
mating the width we of the cylinder projection. (c) Blobs de-
tected inside the axis aligned bounding box Be, dependent
on angle θ of the cylinder axis towards the camera plane.

epipolar plane (OL,OR,B1L) and the right camera plane pR.
Similarly, blob B1L falls on an epipolar line e1L, defined as
an intersection of an epipolar plane (OL,OR,B1R) and the
left camera plane pL. Blob B2L represents a spurious object
S2 outside of the field of view of the right camera, so no blob
is found on epipolar line e2R and B2L is dropped. A spurious
object S3 projects as B3L on the same epipolar line e1L as
B1L, so blob pairs (B1L,B1R) and (B3L,B1R) are considered
for further processing. The invalid blob pair (B3L,B1R) will
be filtered out in the following steps by dissimilar hue, phys-
ical cylinder length constraints or template matching qual-
ity. For each remaining blob pair (BL,BR), 3D position of
the Light Chisel center xc is estimated as the closest point
of rays (OL,BL) and (OR,BR). Blob pairs with xc outside of
the tracking space are dropped.

II. Find cylinder projections in camera images: For each
candidate 3D position xc, axis ae of the cylinder projection in
both cameras is found first, then projections of both cylinder
end points Q1, Q2 are found on ae. The cylinder projection
is searched for in the camera image inside a circular ROI
(Region Of Interest), defined as in Figure 6(a): For each xc,
a bounding sphere SB of radius RB equal to physical cylin-
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in world
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Figure 7: Segmentation of the Light Chisel projection: (a)
Oriented bounding box of the cylinder projection in the cam-
era space, (b) Detected high intensity blobs, (c) Gradient
magnitude, (d) Segmented gradient, (e) Length and width
measured from the connected component, (f) Correction of
the cylinder projection end points.

der length L is projected as a bounding circle CB : (cB,rB) to
each camera plane. Note that the ROI is not necessarily cen-
tered at the center of the cylinder projection. At each circular
ROI, the axis ae is calculated as the first principal component
of PCA (Principal Component Analysis) over all pixel posi-
tions in the ROI weighted by the pixel intensities, with ce as
a centroid. The circular ROI is further trimmed with an ori-
ented bounding box Be : (cB,ae, le,we), where le = 2 · rB and
we is estimated conservatively (Figure 6(b)) by projecting a
sphere of radius RC = D

2 to camera plane p shifted from xc
towards the camera origin O by the physical cylinder length
L, and D is the physical cylinder diameter. Inside the bound-
ing box Be the projection axis is re-estimated once again by
weighted PCA. For further processing, the rectangular ROI
is aligned to the cylinder projection axis, see Figure 7(a).

The conservatively estimated Be may contain spurious light
spots, which are often outside of the Light Chisel work
space. We ensure that the cameras are not overexposed, so
we are able to segment the image by the hue of the cylin-
der emitted light. The tight cylinder projection length l and
width w are measured from a connected component of the
segmented gradient, seed-filled from the highest intensity
blob inside Be. Following 7 steps are performed:

1) High intensity blobs are detected along ae by an LoG de-
tector, see Figure 7(b). Note that these blobs may be differ-
ent from those detected in step I. Here the LoG kernel size
is tuned to the width of the cylinder projection we, while
in step I the projection width is not know yet. 2) Similarly
to [SSR08], the hue of the highest intensity blob is sampled
and the pixels inside Be with hue far from the highest inten-
sity sample are zeroed and the blobs are re-evaluated. In this
step, the pose candidates with dissimilar hues for the left /
right cameras are dropped. 3) Blobs with intensity below a
fraction of the highest intensity blob are dropped. One to
three blobs are expected to be detected along ae inside the
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Figure 8: The Light Chisel projects into two camera planes. (a) Each cylinder end point lies in a distinct epipolar plane. (b)
Both cylinder end points project onto a common epipolar plane. (c) The cylinder is perpendicular to the left camera plane.

cylinder projection, see Figure 6(c), dependent on angle θ

of the cylinder axis towards the camera plane. 4) The gradi-
ent magnitude of the image inside the axis-aligned bounding
box is segmented as shown in Figure 7(c,d). 5) A connected
component is found touching the highest intensity blob (Fig-
ure 7(b), magenta). The black spiral wound over the diffuse
cylinder may break the segmented gradient (Figure 7(d)) into
two pieces, we therefore connect the maximum three blob
centers surviving step 3) by a blue bar (see Figure 7(e)) be-
fore performing a seed fill over the black and blue pixels. 6)
Length l of the connected component along ae and width w
perpendicular to ae are measured. 7) Finally, cylinder pro-
jection end points Q1, Q2 are estimated as in Figure 7(f)
from w and l, approximating the perspective projection by
orthographic projection. Angle θ of the cylinder towards the
camera plane is estimated by solving the quadratic equation
(v2 + 1)cos(θ)2− 2uvcos(θ)+ u− 1 = 0 for cos(θ), where
u = l/w and v = L/D is the ratio of the physical cylinder
length to its diameter. The correction offset ∆ in the camera
image from the edge of the cylinder projection towards the
cylinder end point projection is calculated as ∆ = wsin(θ).

The intensity of the cylinder pixels in the projection depends
on the luminous flux distribution of the LEDs and on the
cylinder material scattering characteristics. The intensity of
the light captured by the camera decreases with rising an-
gle θ of the cylinder axis towards the camera plane, and the
cylinder tip is only weakly illuminated by the rear side of the
front LED, negatively influencing detection of the connected
component, as in Figure 7(e). Therefore, the detection qual-
ity of Q1 and Q2 decreases with rising angle θ.

III. 3D position / orientation (5DOF) of the Light Chisel
from left / right cylinder projections: The 5DOF pose
of the cylinder and its length are calculated for each
cylinder position candidate from its end point projections
Q1L/R,Q2L/R. Candidates with the estimated cylinder length
not matching the physical length L are dropped. We found
the detection of the cylinder projection axis ae to be signif-
icantly more reliable than the detection of the cylinder end

points Q1/2. To utilize this a priori knowledge, we recognize
three situations: 1) Two distinct cylinder end point projec-
tions are detected per camera and each 3D cylinder end point
lies on a distinct epipolar plane, as in Figure 8(a). This sit-
uation of the three produces results with the best accuracy.
2) Two distinct cylinder end points are detected per camera,
and the 3D cylinder axis lies in a single epipolar plane, as in
Figure 8(b). 3) One end point projection is detected for one
camera, and two end point projections are detected for the
other camera, as in Figure 8(c). The Light Chisel is oriented
nearly perpendicular to left camera.

In case 1), the 3D cylinder axis is found as the intersection of
planes (OL,Q1L,Q2L) and (OR,Q1R,Q2R). The 3D position
of the Light Chisel is calculated by projecting the cylinder
end points Q1L/R,Q2L/R onto the cylinder 3D axis from the
camera, where the end point projections are calculated with
higher accuracy: The camera with a smaller angle θ of the
cylinder axis towards its plane is used.

In case 2), where the 3D cylinder axis lies on a single
epipolar plane, the intersection of planes (OL,Q1L,Q2L) and
(OR,Q1R,Q2R) becomes singular. Then 3D cylinder end
point Q1 resp. Q2 is calculated as a closest point of rays
(OL,Q1L) and (OR,Q1R), resp. (OL,Q2L) and (OR,Q2R).
There is ambiguity in the correspondence between the left
Q1L,Q2L and right Q1R,Q2R cylinder end point projections.
We hoped that one of the two candidates would produce an
invalid 3D cylinder length, but because of inaccuracies in
the detection of the cylinder end point projections along the
projection axis this was not reliable. We therefore produce
two alternate 5DOF poses for this case and select the pose
with the better template matching response in stage IV. Case
3) is similar to case 2), only there is no ambiguity in point
correspondence, as the cylinder projects to a single blob on
one camera image.

IV. Template matching: The cylinder 5DOF pose is im-
proved and rotation of the cylinder around its axis (roll) is
recovered by template matching. We render a diffuse cylin-
der model to the left / right camera planes and evaluate the
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Figure 9: Template matching against the left / right cam-
era: (a) The Light Chisel captured by two cameras. (b) The
cylinder model rendered into camera images. (c) The cylin-
der model rendered over the camera captured image, before
template matching, the red and green regions show a mis-
match. (d) After template matching, the red and green re-
gions are reduced.
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Figure 10: Intensity profile of the emitted light along the
axis of the Light Chisel cylinder when looking from the side,
showing two distinctive peaks of the two LEDs.

match against the captured image. Figure 9 shows a camera
captured image, a synthetic back projection to the camera
image and their overlap before and after template matching.

We model the Light Chisel diffuse cylinder by mapping an
emissive 1-dimensional texture along the cylinder length and
onto the cylinder front side. The cylinder rear side is embed-
ded into the tool handle and therefore does not emit light. We
extracted a light intensity profile from images of the Light
Chisel positioned parallel to the camera plane, captured by
the tracking cameras. In these images we extracted the light
intensity profile along the cylinder projection axis, see Fig-
ure 10. To improve the match, we simulate the camera off
focus blur and diffraction by low pass filtering the synthetic
image with a 5×5 Gaussian kernel of σ = 1.1.

6DOF pose x ∈ R6, x = (x,y,z,α,β,γ) (Figure 11) of the
Light Chisel is varied by Conjugate Gradient Descent in dis-
crete steps towards the minimum of the sum of the squared
differences m between the camera image I and the back pro-
jected template T, where m = Σx,y(I(x,y)− T(x,y))2. In-
stead of varying x directly, minimization is performed in
a preconditioned space x′ ∈ R6 (see Figure 11). The rota-
tions are scaled to produce the same maximum displacement
as translations. Translation along the z axis is replaced by
screw ω, which separates the search along the z axis from
the search along the roll axis γ. We chose the step of the gra-

x

z = ω

y

α = 2
L ·α
′;

2
L ·β
′ = β

γ = 2
D · γ
′+ 2·π

L ·ω

ω

D

L

Figure 11: Coordinate system for template matching. The
cylinder pose defined by the center (x,y,z) and the Euler an-
gles (α,β,γ) is optimized by template matching in a precon-
ditioned space x′ = (x,y,ω,α′,β′,γ′), where all axes pro-
duce a similar template matching response.

O

∆w

∆c
c

Figure 12: Improving the cylinder detection pose by a slid-
ing window template matching in the camera plane.

dient descent to be an order of magnitude lower than its pixel
projection in the camera image to achieve subpixel precision.

Gradient descent methods require the initial position to be
close to the minimum and the matching function to be lo-
cally convex and differentiable. The initial 5DOF pose esti-
mated by step III may not be sufficiently close to the desired
minimum, and the Light Chisel roll γ is not known yet. The
gradient estimate in the direction of γ is zero until the spi-
ral of the model overlaps at least partially with the spiral of
the physical object. Therefore before entering the gradient
descent, γ is first estimated by a full search with an angular
step equal to the spiral width. This full search for γ is accel-
erated by summing the squares of the differences for pixels
under the model spiral only, as the other model pixels do not
change. Before entering the gradient descent, we also im-
prove the initial position of the Light Chisel by sliding the
synthetic image rendered into the camera plane in a window
around its center of projection, as shown in Figure 12. The
cylinder 3D center c is shifted by ∆w = ∆ccz, where ∆c is a
correction vector in the normalized camera plane and cz is
the distance of the cylinder center from the camera origin.

We faced the following challenges: 1) If the Light Chisel
model is not accurate, template matching produces multiple
local minima close to each other with comparable numer-
ical values. Gradient descent driven by template matching
snaps to these minima randomly based on the starting posi-
tion, which is influenced by various noise sources. Snapping
randomly to multiple local minima manifests itself as detec-
tion jitter. 2) Accurate matching to both cameras simultane-
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ously is not possible in the case of imprecise camera calibra-
tion. 3) The fast moving Light Chisel is captured at different
positions by unsynchronized cameras. The rolling shutter of
consumer CMOS cameras produces a similar time shift ef-
fect. The first line of the sensor is exposed nearly a full cam-
era time frame earlier than the last line. We approach the
problem by first running the gradient descent for each cam-
era independently, then we average the partial results.

4. Experimental Results

The tracking algorithm was evaluated with two consumer
CMOS VGA cameras capable of 75 FPS (Sony PS3 Eye,
$10 per piece), equipped with lenses of 4.5mm focal length,
having the same angle of view as a lens of 41mm focal length
in a 35-mm film camera. The cameras were oriented ap-
proximately perpendicularly to each other, spaced 1 m from
each other and 0.7 m from the center of the work space, and
their internal / external parameters were calibrated using the
OpenCV library and a ring pattern. The two cameras cap-
tured a work space of roughly 560× 310× 330mm. The
42 mm long Light Chisel cylinder measures 46 pixels on an
average when projected into the cameras, 36 pixels mini-
mum and 73 pixels maximum. The average projection length
of 46 pixels corresponds to 0.9 mm per pixel of a color im-
age interpolated from a VGA sensor (resolution 640× 480)
with Bayer filter mosaic. If the emitted light activates pixels
of a single color only, the effective resolution decreases to
1.8 mm per pixel for pure red and blue colors and to 1.3 mm
per pixel for pure green color. Further measurements were
performed with a green illuminated cylinder.

We tested our tracking setup both with and without hard-
ware camera synchronization. Without camera synchroniza-
tion, the left / right camera frames are separated up to 1/2 of
a frame interval, which is equal to 6.7 ms for 75 FPS. In that
interval, the Light Chisel may travel up to 5 mm in our table
top setup during rapid movements, but the user has no pre-
cise control during fast movements anyway, so the resulting
systematic errors may be neglected.

Our Light Chisel tracking algorithm is executed on a sin-
gle thread of an Intel i7 CPU running at 3 GHz. Cylinder
model rendering and template matching is accelerated by a
CUDA program running on NVidia GTX470 GPU. With this
setup, the tracking achieves cca. 60 updates per second. The
images processed by the GPU at each step of the gradient
descent are small, therefore the CUDA kernel launch cost
dominates and the GPU is heavily underutilized. One could
amortize the CUDA kernel launch cost by tracking multiple
Light Chisels in parallel. Because the GPU is underutilized,
CPU only implementation using multi-resolution methods
will make the real-time CPU implementation feasible.

We evaluated our system against a set of 6 IR cameras (Nat-
uralPoint OptiTrack S250e [Opt14] featuring a 832× 832,
250 FPS sensor) tracking a rigid body with 6 retro-reflexive

markers, where our Light Chisel was affixed rigidly to the
tracked 6-marker body, as shown in Figure 13(a). The combo
was tracked by both systems simultaneously during a typical
set of 6DOF movements under typical indoor lighting con-
ditions. The tracking sequence, over which we evaluated our
tracking algorithm, is provided at the end of our video. To
suppress the effects of rapid movements on absolute accu-
racy, we synchronized the left / right cameras of our system.

In order to compare the OptiTrack data set with ours, rigid
transformation from the OptiTrack coordinate system to ours
(6DOF), and also rigid transformation from the 6-marker
body to the Light Chisel device coordinate system (another
6DOF) and time offset have to be known with high accu-
racy. We find the optimal rigid transformation from the Op-
tiTrack coordinate system to ours and the time offset of the
two trackers by solving argminR,T,t e(R,T, t) by gradient de-

scent, where e(R,T, t) = ∑
i

2
∑

j=1

∣∣∣Pi
j− P̄ j

∣∣∣2, Pi
j is the position

of the j-th Light Chisel cylinder end point inside the Opti-
Track 6-ball body coordinate system in the i-th time frame,
and P̄ j is the average position of the j-th cylinder end point
over all time frames. The transformation from the OptiTrack
6-ball body to the Light Chisel coordinate system is then cal-
culated as a mean over the tracking sequence using the op-
timized (R,T, t) parameters. The tracking data captured by
OptiTrack appear smooth, but we experienced some sudden
jumps in the range of 1 to 2 mm as groups of retro-reflexive
balls move from the range of one set of OptiTrack cameras
to the other.

(a)

θL
θR

pL pR

AB C

(b)

Figure 13: (a) The Light Chisel affixed to an OptiTrack tar-
get with 6 retro-reflexive balls. (b) Classification of Light
Chisel angles θL,R towards the camera planes pL,R. Cylin-
der A is in a general pose. Cylinder B is placed perpendic-
ular to pL (θL = 90◦). C is placed parallel to both cameras
(θL = θR = 0◦).

Figure 14 shows the absolute position and orientation of a
Light Chisel in world coordinates over a sample interval of
3 seconds, detected by our system. Figure 15 visualizes the
difference in the position and orientation of the same se-
quence referenced to OptiTrack. All difference curves show
a nonzero mean over the 3-second interval, but the Opti-
Track trajectory was aligned to the LightChisel trajectory
for zero mean over a 35-second tracking interval. The short
term nonzero mean may indicate a systematic error of our
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Figure 14: Absolute position and orientation of the Light Chisel over a sample interval of 3 seconds, detected by our system
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Figure 15: Difference of position and orientation from the OptiTrack reference over a 3-second time interval. In the time
intervals (1.1s, 1.4s) and (2.35s, 2.45s), OptiTrack reported low quality of tracking, so the OptiTrack data were ignored.
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Figure 16: Histogram of # of the Light Chisel position
samples per maximum angle to the camera plane
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Figure 17: Difference of the Light Chisel position de-
tected by our system from the OptiTrack reference

c© 2015 The Author(s)
Computer Graphics Forum c© 2015 The Eurographics Association and John Wiley & Sons Ltd.



V. Bubník & V. Havran / Light Chisel: 6DOF Pen Tracking

0 30 60 90
0

20

40

60

#
sa

m
pl

es

0 30 60 90
0

1

2

3

4

max(θL,θR) angle of the Light Chisel to the camera plane [◦]

D
iff

er
en

ce
of

or
ie

nt
at

io
n

[◦
]

RMS
median

Figure 18: Difference of the Light Chisel orientation
(yaw + pitch) detected by our system from the OptiTrack
reference
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Figure 19: Difference of the Light Chisel roll detected by
our system from the OptiTrack reference

system as well as of Optitrack. The roll curve shows higher
jitter, which we attribute to the effect of the Light Chisel spi-
ral on the template matching response. Starting from a per-
fect alignment pose and screwing the cylinder around the ω

axis, as shown in Figure 11, produces a template matching
error mainly at the ends of the cylinder, while not changing
the template matching response along the spiral projection.
Screwing the cylinder from a perfect alignment pose by ∆z
(= ∆ω) produces an error in the roll pose of ∆γ = ∆z · 2·π

L ,
which corresponds to an 8.57◦ roll error per mm z position
error. In our modeling application, we applied temporal fil-
tering to the roll axis. The added latency was found accept-
able, because the rolling movement requires fine coordina-
tion of finger movements and is therefore slow. The tracking
noise in the other five axes was found to be acceptable with-
out temporal filtering.

The Light Chisel detection success is shown in Figure 16
based on the maximum angle max(θL,θR) (see Figure 13(b))
of the cylinder axis towards the camera planes. A smaller
angle θ results in longer projection in the camera space and
therefore better detection. A Light Chisel pose is classified
as an outlier if the difference against the OptiTrack reference
is higher than 40 mm in position, 30◦ in yaw or pitch and
higher than 45◦ in roll. Out of the 1239 tracking samples,
4 were classified as outliers. The outlier poses are usually
identifiable as sudden jumps in the 6DOF trajectory and may
be interpolated from the neighboring positions. RMS, mean
and average differences from the OptiTrack reference over
the 1239 tracking samples are listed in following table:

RMS mean median
position [mm] 2.25 2.07 2.02
yaw and pitch [◦] 1.26 1.06 0.93
roll [◦] 7.25 5.26 3.82

Figure 17 shows the absolute difference of the Light Chisel
position in relation to the position calculated by OptiTrack.

A position difference greater than the camera pixel resolu-
tion may be explained by an imprecise camera calibration
and distortion model, by an imprecise Light Chisel cylinder
model, and by OptiTrack tracking errors. Figure 18 shows
deviation of the Light Chisel orientation vector from the ori-
entation detected by OptiTrack, Figure 19 depicts the devia-
tion of the Light Chisel roll from the roll detected by Opti-
Track.

The position, orientation and roll detection errors increase
with cylinder axis angle θ towards the camera plane increas-
ing above 70◦ (shown in Figure 13(b), pose B), correspond-
ing to 6% area on a unit hemisphere. This is to be expected,
as the foreshortening of the cylinder projection in one cam-
era makes detection of the cylinder projection axis less re-
liable. We also found out, that the light intensity profile, as
shown in Figure 10 for θ = 0◦, changes to some extent with
the angle θ. Using a light intensity profile measured at θ= 0◦

makes template matching for θ≈ 90◦ less reliable.

4.1. Robustness

We tested our Light Chisel indoors under similar ambient
light conditions as in IrPen [HHLL14]. In the Applications
section of our video, the room is kept dark for filming only,
to improve contrast of the image projected on the half trans-
parent mirror of our AR setup. The last section of our video
shows the performance of our tracking algorithm under nor-
mal indoor lighting conditions, under which the evaluation
against OptiTrack was performed. The right side of the left
camera view is cluttered with a white check board lit by a
direct sun light.

The intensity of the light emitted by the Light Chisel was
set to be significantly higher than the ambient light, yet still
comfortable to the eyes. The use of the Light Chisel outdoors
requires the ratio of Light Chisel intensity to the ambient
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light to be maintained, as in the case of other optical systems.
We verified, that a single setting of the Light Chisel intensity
and camera exposition parameters is adequate for a range
of indoor conditions from complete darkness to fluorescent
light or indirect sunlight with some speckles of direct sun
light in the camera view.

We also verified, that our system effectively rejects spurious
objects due to filtering by the amplitude of the LoG blob de-
tector, by epipolar constraints, by matching the hue of the
left / right blob, by hue segmentation and by physical cylin-
der length constraints. Most of the spurious objects or light
reflections are placed outside of the work space, so they are
seen by a single camera only, where the probability of find-
ing a match in the other camera is low.

4.2. Applications

We tested the Light Chisel in a seated see-through aug-
mented reality setup similar to SpaceTop [LOIB13] and
Spinnstube [WRG07]. We used the see-through setup in
application for virtual sculpting (similar to [GH91]) and
painting, where the Light Chisel is used similarly to a real
chisel or brush. Our Light Chisel is particularly interesting
for modeling swirls [ACWK04], allowing the user to con-
trol the pulling of the material and the position, orientation
and velocity of a swirl simultaneously. Apart from the IR-
Pen [HHLL14], which we find difficult to reproduce, we
know of no other tool, that would enable modeling swirls
with the easiness of our Light Chisel. We also applied our
Light Chisel for controlling handle based biharmonic defor-
mation [BK04] using libigl [JP∗13]. A simple character an-
imation is achieved by marking / unmarking the handle re-
gions and by manipulating the handle regions in 6DOF by
our Light Chisel. Suitability to perform 6DOF rigid trans-
formations was demonstrated on an assembly task of a dif-
ferential mechanism.

Manipulating a 6DOF tool in 3D space provides a much bet-
ter metaphor to the applications we evaluated than the key-
board + mouse or a 2D touch based UI. The usual mouse
driven UI for 3D input requires a lengthy training. The user
has to learn how to manipulate components using a virtual
track ball, how the mouse cursor projects on a selected 3D
plane or a 3D object, how to manipulate the camera, and how
to switch between these modes of operation. The keyboard +
mouse does not really map well to the 3D world. On the con-
trary, our tool is adopted intuitively by inexperienced users
in our example applications after a brief demonstration. In
AR, the projection of the virtual world is aligned with the
physical tool, so the visual perception is aligned with the
perception of the hand motion, increasing the acceptance.

4.3. Limitations

The experimental results show decreased accuracy and re-
liability of tracking when the cylinder axis approaches a

perpendicular orientation towards one of the camera planes.
Tracking may be improved significantly by adding a third
camera oriented perpendicular to the other two. In the gen-
eral case, the Light Chisel pose will be calculated from the
pair of cameras with the longest cylinder projection. In the
case shown in Figure 8(b), where the cylinder axis lies in an
epipolar plane of a camera pair, the camera of that pair with
the shorter cylinder projection is disregarded.

Our algorithm requires manual exposure control of the cam-
eras to avoid over-exposition by the Light Chisel. As an al-
ternative to the Sony PS3 Eye camera, we considered cheap
web cams. From three randomly picked low end web cams,
only the Logitech C170 offered manual exposure control.

5. Conclusion and Future Work

We have presented a low-cost lightweight light pen device
and a method of its 6DOF tracking by two commodity cam-
eras. A prototype of our Light Chisel device can be built for
less than $10 in material costs. Our system achieved mean
differences from OptiTrack reference of 2.07 mm in posi-
tion, 1.06◦ in yaw and pitch, and 5.26◦ in roll using a pair
of VGA cameras. We have compared our method to other
systems capable of 6DOF tool tracking, and we have shown
our low cost solution to be practical for tasks demanding
6DOF, e.g. geometric modeling or character animation. Our
tool may be used directly in systems equipped with a pair of
cameras, e.g. the PS4 console, or with a laptop with a built-in
front-facing camera and one additional external camera.

In future work, we will improve the camera calibration with
the work of Datta and Jun-Sik [DKK09], and we plan to test
the continuous update of the camera extrinsic matrices as in
[WB97], to counteract small but gradual changes in camera
positions due to the component aging and physical abuse.
We also plan to improve the accuracy for unsynchronized
cameras during rapid movements, using Kalman filters for
prediction.
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