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Fig. 1. FaceBlit vs. state-of-the-art—the task at hand is to transfer a style from an exemplar image (a) to a
face in the target image (e) while preserving important visual characteristics of the used artistic media in (a)
and the identity of the subject in (e). In contrast to current state-of-the-art Fišer et al. [2017] (b) and Futschik
et al. [2019] (c), our approach (d) is able to deliver comparable stylization quality and identity preservation
without the need to perform costly computation during the synthesis (tens of seconds for Fišer et al.) or
lengthy data set generation and training (days for Futschik et al.). Thanks to this advantage our approach
can perform instant style transfer to facial videos in real-time even on mobile device. Source style (a) Viktor
Ivanovich Govorkov, target photo (f) ©Wilson Pumpernickel.

We present FaceBlit—a system for real-time example-based face video stylization that retains textural details
of the style in a semantically meaningful manner, i.e., strokes used to depict speci"c features in the style are
present at the appropriate locations in the target image. As compared to previous techniques, our system
preserves the identity of the target subject and runs in real-time without the need for large datasets nor
lengthy training phase. To achieve this, we modify the existing face stylization pipeline of Fišer et al. [2017]
so that it can quickly generate a set of guiding channels that handle identity preservation of the target subject
while are still compatible with a faster variant of patch-based synthesis algorithm of Sýkora et al. [2019].
Thanks to these improvements we demonstrate a "rst face stylization pipeline that can instantly transfer
artistic style from a single portrait to the target video at interactive rates even on mobile devices.
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1 INTRODUCTION

Example-based style transfer becomes recently popular thanks to the signi"cant advances in patch-
based synthesis [Fišer et al. 2016; Jamriška et al. 2015] and neural techniques [Gatys et al. 2016;
Isola et al. 2017]. As the hardware performance of current mobile devices increases rapidly, it is
becoming feasible to perform example-based stylization in real-time even on those small devices.

Recent neural-based style transfer methods [Gatys et al. 2016; Kolkin et al. 2019; Kotovenko et al.
2019b; Li et al. 2017] deliver impressive stylization results. Nevertheless, they tend to omit textural
details in the style exemplar that are critical to the preservation of the visual characteristics in the
artistic media. Those techniques also do not guarantee a semantically meaningful transfer, i.e., the
use of speci"c local stylization decisions made by an artist in the exemplar image (e.g., use of a
certain type of strokes around the mouth area).
On the other hand, although style transfer techniques powered by patch-based methods [Fišer

et al. 2016, 2017] can preserve the textural richness and deliver high-quality semantically mean-
ingful results, they are computationally expensive due to their optimization nature. This issue is
partially addressed by a faster synthesis algorithm of Sýkora et al. [2019] that provides a real-time
approximation to the fully-8edged optimization by leveraging the speci"c structure of the guiding
channels used in the context of face stylization [Fišer et al. 2017]. Despite this great improvement,
the time needed to compute the appearance guidance still hinders the real-time performance, which
is the reason that Sýkora et al. are not able to demonstrate real-time style transfer that preserves
the identity of the target subject.

Recently, Futschik et al. [2019] combine patch-based synthesis [Fišer et al. 2017] with the power of
image translation network [Isola et al. 2017] to deliver a "rst system that enables real-time example-
based stylization of facial videos that preserves textural details and is semantically meaningful.
Nevertheless, a key limitation of their approach is that for each new style they need to perform
lengthy pre-calculation to prepare the dataset and then run yet another time-consuming phase to
train the network.
In this paper, we present a method that allows for real-time stylization of an arbitrary facial

video using a single stylized exemplar instantly without lengthy pre-calculation. To achieve this,
we modify the existing example-based stylization method of Fišer et al. [2017] to compute guidance
that is compatible with the fast synthesis method of Sýkora et al. [2019] yet still enables identity
preservation of the target subject. To verify the practical utility of the proposed method we
implemented the entire stylization pipeline which runs on a moderate mobile device in real-time,
and achieves comparable stylization quality with previous techniques.

2 RELATEDWORK

The "rst attempts to perform non-photorealistic rendering [Kyprianidis et al. 2013], i.e., recreating
an input image or a video with a speci"c artistic style, use hand-crafted algorithmic solutions.
Some methods compose the "nal result using a library of prede"ned assets, e.g., pen and ink
strokes [Praun et al. 2001; Salisbury et al. 1997; Snavely et al. 2006], hatching [Breslav et al. 2007],
or brush strokes [Hays and Essa 2004; Litwinowicz 1997; Schmid et al. 2011; Zhao and Zhu 2011].
Others try to mimic the given artistic medium by employing physical simulation [Curtis et al. 1997;
Haevre et al. 2007; Lu et al. 2012], or using hand-crafted shaders on the GPU [Bénard et al. 2010;
Bousseau et al. 2006, 2007; Montesdeoca et al. 2018]. While these techniques are able to produce
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faithful stylization to some extent, their use is limited to a certain look given by the prede"ned
visual style.

To address this limitation, example-based techniques start to emerge. Sloan et al. propose the
Lit Sphere system [2001] where a hand-drawn illuminated sphere is used to stylize shading on an
arbitrary 3D model. To achieve this, Sloan et al. employ a particular variant of texture mapping
called environment mapping [Blinn and Newell 1976]. A similar texture mapping-based technique
is used to re-project photographs on 3D models by Debevec et al. [1996].
Hertzmann et al. [2001] propose a versatile example-based concept called Image Analogies

in which smaller image patches are transferred to the target image from a hand-drawn style
exemplar. As compared to texture mapping techniques, this approach can preserve important
artistic features such as brush strokes, which are critical to retaining the "delity of the used artistic
media. Another advantage of Image Analogies is their ability to perform semantically meaningful
transfer thanks to a set of prede"ned guiding channels. The power of this general concept is
later demonstrated in numerous applications including stylization of 8uid simulations [Jamriška
et al. 2015], 3D renders [Bénard et al. 2013; Fišer et al. 2016], and facial [Fišer et al. 2017] or
arbitrary videos [Jamriška et al. 2019]. However, a crucial drawback of these techniques is that
they usually employ costly patch-based synthesis algorithms [Fišer et al. 2016; Kaspar et al. 2015;
Wexler et al. 2007]. Even when a GPU is involved, those techniques have di>culties in delivering
high-resolution stylized output in real-time. This drawback is critical in scenarios where only a
limited computational budget is available, e.g., on a mobile phone.
Sýkora et al. [2019] propose an e>cient approximation of patch-based synthesis that bypasses

expensive optimization steps achieving real-time stylization even when the computational resources
are limited. However, in our face stylization scenario, their method requires a speci"c type of
guidance that is costly to compute and thus the entire stylization cannot run in real-time.

Another successful approximation to patch-based synthesis is recently introduced byHaupt8eisch
et al. [2020]. They pre-calculate the latent representation of the stylized image in a sparse set of
samples and then merge nearby pre-calculated representations to reconstruct the "nal stylized
image during the interactive session. Although such an approach can deliver similar quality as
full-8edged optimization, it requires costly pre-processing and works only on 3D models.

A popular alternative to patch-based style transfer employs neural networks. Gatys et al. [2016]
pioneer the idea of back-propagation through the pre-trained VGG network [Simonyan and Zis-
serman 2014]. They optimize the target image until its VGG responses match the style image as
well as the target content. Such optimization is, however, computationally demanding and thus
others [Johnson et al. 2016; Ulyanov et al. 2016a,b, 2017; Wang et al. 2017; Wilmot et al. 2017] later
propose to pre-calculate a larger dataset in a particular style, and then train a feed-forward network
that is able to reproduce the stylized output notably faster. Although those approaches can perform
stylization in real-time they still require lengthy pre-processing. Moreover, neural techniques also
tend to omit important textural details presented in the original style exemplar and the transfer is
not semantically meaningful.
Better performance with respect to preserving textural details and producing semantically

meaningful output have image-to-image translation networks [Isola et al. 2017; Zhu et al. 2017a,b].
Those, however, require a large dataset of translation pairs which is usually not accessible in our
scenario. Futschik et al. [2019] tried to overcome this limitation by employing results of Fišer
et al. [2017] to produce those pairs. Nevertheless, still the drawback is that to add a new style
one needs to generate a large dataset and train the network which is computationally costly and
time-consuming. Texler et al. [2020b] propose a patch-based training strategy that can notably
lower the pre-calculation cost. However, their approach works only on subjects for which training
exemplars are provided.
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To achieve an arbitrary style transfer using a network trained on unpaired examples, encoder-
decoder schemes are proposed [Huang and Belongie 2017; Li et al. 2017; Lu et al. 2017]. In this
setup, an encoder, usually a subset of convolutional layers of the VGG network, is used to extract
feature representation from both style and content image. These features are then combined and
fed through the decoder, which is pre-trained to convert features into the image space. In a similar
spirit, more complex encoder-decoder schemes are proposed by Kotovenko et al. [2019a; 2019b].
They are able to convincingly transfer even "ner textural details. Nevertheless, as they measure only
statistical correlations between the stylized image and the original image, semantically meaningful
transfer is not guaranteed.
There are also various successful attempts to combine patch-based synthesis and neural style

transfer. Li et al. [2016] search for neural patches in a style image while following the structure of
a content image. Liao et al. [2017] extend the original Image Analogies [Hertzmann et al. 2001]
framework into the neural domain, where they perform patch-based optimization on feature
responses of the VGG network. Their method faithfully reproduces textural details of the given
style exemplar, however, it is computationally expensive. Texler et al. [2020a] propose to use
patch-based synthesis method on top of the neural-based style transfer approach. In this setting,
they are able to generate high-resolution stylized imagery which would be di>cult for the original
neural network. Their method is able to convincingly preserve important texture details of the
style exemplar. But semantically meaningful results are still not guaranteed as the method relies on
the output from the underlying neural network.

Recently, few-shot learning techniques [Liu et al. 2019; Wang et al. 2019] and approaches based
on deformation transfer [Siarohin et al. 2019a,b] are proposed to animate target photo in real-time
using only a single exemplar. A key limitation of these approaches is that they transfer only coarse
deformation characteristics while the identity of the subject in the driving video is often omitted.

3 OUR APPROACH

The input to our method is a style exemplar image S of a human portrait and a target face video
sequence T . The assumption is that the face changes its expression, moves but is mostly looking
towards the camera, and is not occluded by other objects. The output of our method is a stylized
sequence O that retains important artistic features of S while preserving the identity of the target
subject. Although such an output can already be produced using, e.g., a method of Fišer et al. [2017]
a key drawback here is that their approach is suitable only for o?ine processing. To achieve real-
time performance we need to change the way how guiding channels are computed and also replace
the slow patch-based synthesis algorithm of Fišer et al. [2016] with its faster variant proposed by
Sýkora et al. [2019].
In Fišer et al. [2017] four guiding channels are used to drive the synthesis. A segmentation

guide Gseg that delineates important facial features by subdividing the face into a set of regions
(hair, eyebrows, nose, lips, oral cavity, eyes, and skin) and a positional guideGpos that encodes spatial
correspondences between the source and target face. Those two channels ensure semantically
meaningful transfer (i.e., strokes used to depict, e.g., eyes in S are used to stylize eyes in T as well).
To preserve the identity of the target subject Fišer et al. employs an appearance guide Gapp which
reduces domain gap between the source and target image by equalizing their appearance using the
photographic style transfer method of Shih et al. [2014]. Finally, a temporal guideGtemp represented
by a motion-compensated version of the previously stylized frame is used to enforce temporal
consistency.

Since the computation of guiding channels mentioned above takes tens of seconds on a desktop,
their use is not tractable for our real-time scenario. Instead, we reduce those four channels into
two essentialGpos &Gapp (see Fig. 2), and change their underlying generation algorithms to reduce
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(a)

(b)

(c)

(d)

(e)

(f)

Fig. 2. Overview of the guiding channels used in our technique. The positional guide Gpos (a, b) secures
the local consistency of the transfer from the style exemplar (e) to the target image (inset in blue). The
target positional guide (b) is created by deforming the positional guide of the style image (a) according to
the correspondence of facial landmarks, shown as white circles. Note that landmarks and the white grid is
shown only for visualization purposes. The appearance guideGapp (c, d) encourages the synthesis to preserve
subject’s identity. See the text and Fig. 4 for detailed explanation of how Gpos & Gapp is computed. Style
exemplar (e) © Boris Groh, target photo (f) © Wilson Pumpernickel.

the preparation time to tens of milliseconds. Finally, we demonstrate how to plug those two new
guiding channels into a fast synthesis algorithm of Sýkora et al. [2019].

3.1 Positional Guide

A key role of the positional guide Gpos is to ensure style consistency, i.e., encourage the synthesis
to transfer patches from the source exemplar to a semantically meaningful location in the target
image. The existence of the positional guide in the set of guiding channels is also an essential
component for the fast synthesis method of Sýkora et al. [2019] which requires one of the guides
to provide good localization.
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(a) (b)

Fig. 3. Given a face (a), we compute a fast approximation of a segmentation mask (b) as follows. We take
advantage of detected landmarks visualized as blue circles in (a). We first connect the chin landmarks, red
line in (a). Then, we connect le% and right uppermost chin landmark using an ellipse, green curve in (b). This
gives us the segmentation of a lower and inner face. To include segmentation of forehead, we sample color
components along the green curve and use a fast color thresholding operation and connected component
analysis to determine the boundary between skin and hair, see the text for details. Target photo (a) © Patrick
Subotkiewiez.

Obtaining positional guide GS
pos (Fig. 2a) for the style exemplar S is straightforward. All pixels

are simply set to a color determined by their coordinates: x-coordinate corresponds to the red
channel, y to the green channel. ForGTi

pos we need to generate an image that encodes a warping "eld
between S and Ti where each target pixel is storing color-coded coordinates of its corresponding
pixel in the source image (Fig. 2b). To createGTi

pos we detect facial landmarks in the style exemplar S
as well as in the target frameTi using the method of Kazemi et al. [2014]. They provide a set of point
correspondence from which a warping "eld between the source and target face can be computed
using the moving least-squares method of Schaefer et al. [2006].

Since the style image S is static, facial landmarks can be detected in advance to save computational
time. Sometimes landmark detector of Kazemi et al. may fail on artistic images due to the fact
that it is trained on real photographs. In such a case, the method of Yaniv et al. [2019] tailored to
artistic images could be used instead. In the target framesTi the detection of landmarks needs to be
performed on the 8y. Therefore, to increase the detection speed, we subsample the target portrait
to half resolution before passing it to the detector. It aXects the accuracy negligibly while makes
the detection signi"cantly faster.
In contrast to Fišer et al. [2017] we do not explicitly computeGseg to reduce the computational

overhead. Instead, we encode a simpli"ed version of the facial mask directly into Gpos. In addition
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

Fig. 4. The process of generating appearance guidesGapp for the style exemplar S and the target frameTi . The
original images are converted into a grayscale domain (a, b), and filtered using Gaussian blur (c, d). To simulate
the result of Laplacian of Gaussian filter (e, f) we subtract the blurred images (c, d) from their originals (a,

b). Image (e) is the source part of appearance guideGS
app and to produce its target counterpart GTi

app (g) we
modify (f) to match its histogram to that of (e). Style exemplar (a) © Boris Groh, target photo (b) ©Wilson
Pumpernickel.

to color-coded pixel coordinates, we use the remaining blue channel to store a mask of the facial
segment which for the style image S is computed o?ine using the method of Lee et al. [2020].
For Ti we need a faster algorithm as the target mask is computed on the 8y. We use a subset of
chin landmarks to de"ne the lower part of the mask boundary. The upper part is constructed by
sampling color components of pixels along the upper part of an ellipse going through the left
and right uppermost chin landmark. Those samples are then used to perform fast color threshold
operation followed by a connected component analysis that extracts the largest region of which
upper contour de"nes the remaining upper boundary of the facial mask (see Fig. 3).

3.2 Appearance Guide

A primary role of appearance guide Gapp is to preserve the identity of the target subject. In Fišer et
al. [2017] a method of Shih et al. [2014] is employed to equalize the target image to have a similar
appearance as the source style. However, this approach requires several seconds to compute. The
entire Laplacian pyramid for both source and target image needs to be constructed. Then a robust
gain mask is computed, applied at each pyramid level. And "nally, a pyramid collapsing operation
is performed. In our experiments, we found that such a costly operation can be approximated by a
computation of only a single pyramid level on which histogram equalization is applied (see Fig. 4).
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Fig. 5. The utilization of a 3D lookup table to obtain the corresponding source pixel for each target pixel. The
cube stores coordinates of the best matching style exemplar pixel for a given red and green channel value
in Gpos and the gray intensity in Gapp. It allows to find the corresponding source pixel with complexity O(1)

during the synthesis using method of Sýkora et al. [2019]. Style exemplar (right) © Boris Groh.

3.3 Style Transfer

Once the guiding channels for the source image S and the target video frame Ti are computed,
the style transfer can be performed using the method of Sýkora et al. [2019]. Since in our case we
have more than two values indirectly specifying the corresponding pixel location in the source
exemplar (three dimensions for Gpos and one dimension forGapp), we need to leverage a kind of
data structure which for each target pixel q quickly retrieves the closest source pixel p given by the
following error metric:

E(p,q) = ‖GS
pos(p) −GTi

pos(q)‖
2
+ λ |GS

app(p) −GTi
app(q)|

2 (1)

where λ is weighting the contribution ofGpos &Gapp terms. We "rst reduce the original 4D mapping
into 3D by encoding the blue channel ofGpos using zeros in red and green channels (see Fig. 2) and
then we pre-calculate a 3D lookup table (see Fig. 5) that will require some additional memory but
enables constant retrieval time. Such a 3D lookup table is then plugged into the parallel StyleBlit
algorith descrbed in Sýkora et al. [2019] (Algorithm 1).

4 RESULTS

We implemented our approach using Java and C++. For all results presented in the paper we use
the following setting of parameters in the StyleBlit algorithm [Sýkora et al. 2019]: λ = 0.2 and
t = 50. For each new style exemplar it takes several seconds to pre-calculate necessary data (3D
lookup table, landmarks, and guiding channels) before the real-time stylization starts. The most
critical is the computation of the 3D lookup table, the structure that stores coordinates pointing to
the closest pixels in the source image (see Fig. 5). To obtain the coordinates, entire source image
has to be searched. This process is computationally expensive as the search needs to be done for
every position of the 3D lookup cube, i.e., 2563 times. However, we reduce the processing time
signi"cantly by restricting the radius for searching the best matching pixel candidate to 20 pixels
from the location estimated only by Gpos. We empirically veri"ed that for all styles used in our

Proc. ACM Comput. Graph. Interact. Tech., Vol. 4, No. 1, Article . Publication date: May 2021.



FaceBlit: Instant Real-time Example-based Style Transfer to Facial Videos 9

experiments larger radius do not signi"cantly increase the stylization quality. When a multicore
CPU or a GPU is available lookup table pre-calculation can easily be accelerated by subdividing the
entire 3D space into a set of smaller cubes that can be evaluated in parallel.

On a half megapixel image our implementation runs at 15 frames per second on Samsung Galaxy

Note8with CPU Samsung Exynos 8895, 2.3 GHz, GPUMali G71MP20 and 6 GB of RAM. The framerate
scales roughly linearly with the increasing number of pixels. On the 8y detection of landmarks in
the target video frame takes 10 ms, generation of guidance channels 12 ms, style transfer 20 ms,
and other miscellaneous steps, (camera handling, frame 8ipping and rotating, conversions between
color spaces, copying data between Java and C++) take 28 ms.
We tested our method with various style exemplars applied on several target faces from FFHQ

dataset [Karras et al. 2019] (see Fig. 6) and videos captured on amobile device (see our supplementary
video). Those experiments veri"ed that our method can carry the exemplar’s textural details while
still being able to respect the target subject’s identity. The quality of stylization results is comparable
to those produced by the previous o?ine method of Fišer et al. [2017] as well as real-time method of
Futschik et al. [2019] that requires lengthy pre-processing phase (see Fig. 1 and Fig. 11). A detailed
banchmark measuring pre-processing and synthesis time for a half megapixel image on 3 GHz
Quad-core CPU with Nvidia RTX 2080 GPU is available in Table 1. Note that as compared to Fišer
et al. and Futschik et al. our method uses only CPU.

Method Pre-calculation Synthesis

Our approach (CPU only) 10 s 0.05 s
Fišer et al. [2017] (CPU + GPU) 5 s 10 s
Futschik et al. [2019] (CPU + GPU) 2 days 0.06 s
Table 1. Comparison of processing times w.r.t. current state-of-the-art.

In addition to method comparison, we also performed various ablation experiments.
In Fig. 7, we demonstrate the importance of using both theGpos & Gapp guidance channels. The

absence of Gpos may cause that coherent chunks from style exemplar are transferred to wrong
locations in the target portrait, (see Fig. 7c, d). Without Gapp, the subject’s identity is not preserved
well (see, e.g., wrong eyebrows or the absence of wrinkles in Fig. 7e, f). When using both guides,
stylized results faithfully represent artistic medium, the transfer is semantically meaningful, and
the identity of the target subject is well-preserved (see Fig. 7g, h).

In Fig. 8 we show the necessity of the histogram matching operation during the generating of the
target appearance guideGT

app. Without matching the appearance guides’ histograms, the error E
overcomes the threshold t too soon which leads to notably smaller chunks and the result may seem
blurry (see Fig. 8).

We also tried to execute our algorithm with the same GT
app as described in the original approach

of Fišer et al. [2017] (see Fig. 9). It is visible that their more sophisticatedGT
app preserves the subject’s

identity a bit better, nevertheless, it is notably slower to compute.

5 EXTENSIONS

A visible limitation of our approach when compared to current state-of-the-art is the absence of
hair stylization (c.f. Fig. 11). Although the face parsing network of Lee et al. [2020] can be used to
estimate hair mask its computational overhead is too demanding to preserve real-time response.
Also the computation of positional guide could be complicated when the shapes of source and
target hair segments diXer signi"cantly. The resulting warping "eld may violate good localization
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(a) (b) (c) (d) (e) (f)

(g)

(h)

(i)

(j)

Fig. 6. FaceBlit applied on several target subjects (le%most column), using various style exemplars (topmost
row). Style exemplars: (a) © Boris Groh, (b) Viktor Ivanovich Govorkov, (c) © Ma+hew Ivan Cherry (HAT, oil
on canvas, 48" x 48", 2011), (d, e) © Adrian Morgan, (f) Peter Zelizňák (sculpture by Stanislav Mikuš), target
photos: (g) PFA SEAL, (h) © Ajuntament de Sabadell, (i) © Raziel Janeway, (j) lam_anh2005.

property of the positional guide which is crucial for the method of Sýkora et al. [2019] to produce
reasonable stylization results.

To alleviate this drawback, we implemented a hybrid method that uses our new face stylization
approach to bring an existing portrait painting to life while adapting the identity of the portrayed
person to the one seen in the target video (see Fig. 10 and our supplementary video). In this extension
we separate the style image into a set of segments (face, hair, beard, torso, and background). These
segments are processed independently and then stiched together to form the "nal output frame. The
facial segment is stylized using the algorithm described in this paper. For hair, beard (if applicable),
and torso segments, we use moving least-squares deformation [Schaefer et al. 2006] driven by a set
of facial landmarks (c.f. Fig. 10).
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(a)

(b) (d) (f) (h)

(g)(e)(c) (i)

(j)

Fig. 7. Importance of individual guidance channels. The positional guide Gpos is essential. Its absence (c, d)
causes that the chunks from the style are not transferred in a semantically meaningful way. Without the
appearance guide Gapp, the identity of target subjects (a, b) is not preserved well (e, f). The full guidance (g,
h) secures the local consistency of style transfer while retaining the target subject’s identity. Style exemplars:
(i) © Boris Groh, (j) © Adrian Morgan, target photos: (a) © LEMON Studio, (b) ©Mark Peers.

(a) (b)

Fig. 8. Importance of the histogram matching phase during the generation of the target appearance guide
GT
app. Without the histogram matching, the subject’s identity is not preserved well, and the result may seem

blurry. See (a) and its respective appearance guide in green inset. A%er equalizing histograms, the gain in
quality is significant. See (b) and the green inset.
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(a) (b) (c) (e)(d)

Fig. 9. Comparison of using our appearance guide with the one proposed in Fišer et al. [2017]—style from
the exemplar (a) is transferred to the target image (e). A stylization result without appearance guide (b),
with appearance guide generated by our method (c), and with appearance guide generated by Fišer et al. (d).
Note, how the identity of the target subject is bit less pronounced as compared to the solution of Fišer et al.,
which however is orders of magnitude slower than ours. Style exemplar (a) © Boris Groh, target photo (e)
SKV Florbal.

6 LIMITATIONS AND FUTUREWORK

Although we show that our approach can deliver comparable visual quality with signi"cantly
lower computational overhead than the current state-of-the-art, some limitations stem from this
performance gain.
A compromise we accepted in our real-time solution is the omission of explicit guidance that

allows to control the level of temporal coherence. Although the 8ickering our approach is producing
resembles temporal dynamics of hand-colored animations and can be perceived as an important
feature (c.f. Fišer et al. [2014]), some sort of control over its behavior would be valuable since it may
become disturbing after a while. To control the strength of temporal 8ickering Sýkora et al. [2019]
propose to lower the threshold t of their fast stylization algorithm which in fact leads to smaller
copied exemplar chunks and thus become close to texture mapping scenario which breaks the
planarity of brush strokes present in the original style exemplar. This problem opens an interesting
direction for future work.

Also, the addition of appearance guide causes the overall guidance to become a bit more discon-
tinuous when compared to the case of clean positional guide which better suits fast stylization
method of Sýkora et al. [2019]. Due to this reason the size of transferred chunks can be notably
smaller and thus cause suppression of artistic features that have larger scale in the original style
exemplar (see, e.g., Fig. 7f vs. 7h).

Lastly, our approach shares similar limitations as other techniques that use guided patch-based
synthesis [Fišer et al. 2017; Futschik et al. 2019; Sýkora et al. 2019]. The style exemplar needs to have
a compatible scale with the target image otherwise artifacts may appear (see, e.g., Fig. 13 in [Sýkora
et al. 2019]). Patch-based synthesis also encounters di>culties when adapting to diXerent lighting
conditions or an absence of important features (e.g., wrinkles or moustach) that are present in the
target image, however, are missing in the style exemplar or vice versa. A viable avenue for future
work could be to alter between a set of exemplars drawn in a similar style that would better suit
the target image (e.g., various lighting directions, man/woman, old/young, etc.).

7 CONCLUSION

We present the "rst algorithm enabling instant real-time example-based stylization of facial videos
with semantically meaningful output. It allows retaining the notion of original artistic media while
preserving the target subject’s identity without the need to perform lengthy pre-calculation or
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(a) (b) (c)

(d) (e) (f)

Fig. 10. An example of a hybrid approach where the aim is to stylize a person in the video (a) to look like the
statue in the inset reassembling her identity. To do that we subdivide the statue into a set of separate layers:
torso (b), face (c), beard (d), and hair (e). The facial layer (c) is animated using our approach while for the
torso (b), beard (d), and hair (e) layer we use moving least-squares deformation [Schaefer et al. 2006] driven
by a set of control points (yellow dots) of which position is derived from detected landmarks. Such a set of
deformed and stylized layers is then blended in a predefined depth order to produce the final composition (f).
See our supplementary video for this example in montion. Style exemplar (a) © Country French Interiors,
target photo (a) Šárka Sochorová.

training. We have shown how to quickly calculate a basic set of guiding channels and plug them
into a fast variant of patch-based synthesis algorithm to deliver interactive style transfer even on
mobile devices. Despite the fact, our approach reduces the computational overhead signi"cantly in
contrast to the current state-of-the-art, it still provides a comparable stylization quality and identity
preservation. We leverage this advantage in an interactive application running on a mobile device
where we instantly animate an existing hand-drawn portrait mimicking the identity of the target
subject.
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(g) Fišer et al. (h) Futschik et al. (i) our approach

(a)

(b)

(c)

(d)

(e)

(f)

Fig. 11. Comparison of our method with current state-of-the-art: style from an exemplar (a, c, e) is transferred
to the target photo (b, d, f) using the method of Fišer et al. [2017] (g), Futschik et al. [2019] (h), and our
approach (i). Note, how our approach produces comparable stylization quality while is notably faster than the
method of Fišer et al. and does not require lengthy pre-calculation contrary to Futschik et al. A limitation of
our method is that it does not support hair stylization. Style exemplars: (a) © Ma+hew Ivan Cherry (HAT, oil
on canvas, 48" x 48", 2011), (c, e) © Adrian Morgan, target photos: (b) © MPCA Photos, (d) © LEMON Studio,
(f) © Patrick Subotkiewiez.
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